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Abstract 

Biomass, with its abundant resources and versatility, is increasingly recognized as a sustainable alter-
native to fossil fuels for fuel and chemical production. However, establishing an efficient supply chain 
for microalgae-based biomass refineries poses challenges due to irregular production patterns and the 
dispersed distribution of resources. This study presents a framework for selecting an optimal location 
for a biomass refinery in Iran, chosen for its favorable conditions, including abundant sunlight, carbon 
dioxide, and saline water. Using a mathematical optimization model and network analysis, this frame-
work evaluates potential refinery sites based on criteria such as infrastructure access, climate condi-
tions, and algae growth suitability. Economic, environmental, social, and logistical indicators guide the 
decision-making process. The results identify Bushehr as the optimal location, primarily driven by 
transportation cost efficiency, which significantly impacts the overall supply chain costs. By optimizing 
transportation routes, this model not only reduces expenses but also maximizes the biomass energy 
potential, contributing to a more sustainable bioenergy infrastructure. The insights from this study sup-
port the transition toward sustainable energy production and offer a strategic approach to designing 
effective biomass refinery supply chains. 
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1. Introduction  

In recent decades, urbanization and industrial activi-
ties have led to a significant problem for humans 
known as "climate change," which scientists attribute 
to the increase in greenhouse gases [1]. In 2022, severe 
weather events such as droughts, heatwaves, massive 
wildfires, and destructive floods caused significant 
damage to agricultural products and infrastructure, in-
creasing costs [2]. To address this issue, the continuous 
development of bioenergy processing technologies has 
accelerated the establishment of bio-refineries. This 
trend is expected to grow with fluctuations in fossil fuel 
prices and increasing global concerns about climate 
change [3]. 
Several technologies have been developed to adapt to 
different types of biomass, including anaerobic diges-
tion to increase the value of waste materials, conver-
sion into gas and thermal decomposition to adapt 

lignocellulosic biomass to low moisture, and hydro-
thermal liquefaction for liquefying wet biomass [4-8]. 
At the International Conference on Climate Change 
held in Mexico from November 29 to December 10, 
2010, Iran was among the top 10 countries producing 
greenhouse gases, making the subject matter doubly 
important. Therefore, in line with the Paris Agreement 
(September 12, 2015, COP21, Paris), which commits 
Iran to reduce greenhouse gas emissions by 4% 
through the presentation of NDC (National Commit-
ment Document), there is a need to prioritize actions 
towards reducing greenhouse gas emissions in Iran [9-
11]. 
Biomass is a valuable source of renewable energy that 
can be converted into biofuels either directly or indi-
rectly. Bio-oil production from biomass has been the 
subject of much research, and significant progress has 
been made in developing the necessary technology [12-
15]. 

https://creativecommons.org/licenses/by/4.0/
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While algae-based biomass has great potential for bio-
fuel production, limited research has been conducted 
in this area. Algae require sunlight, carbon dioxide, and 
nutrients to grow, and Iran's abundance of saltwater, 
sunlight, and ample land, along with high carbon diox-
ide emissions, make it an ideal location for algae culti-
vation [16-18]. By cultivating algae, atmospheric car-
bon dioxide can be removed, preventing air pollution. 
Additionally, algae can purify wastewater and remove 
heavy metals while providing an energy source that can 
be used to power factories, reducing the need for fossil 
fuels and the resulting air pollution. Compared to other 
energy crops, algae have high growth rates, produce 
large amounts of lipids, and require less water. Algae 
can grow in various weather conditions and locations, 
and with the use of specific reactors, high efficiency can 
be achieved [19-23]. 
In this article, we aim to identify the optimal location 
and suppliers for establishing a biofuel refinery among 
several potential sites. Selecting suitable locations for 
biomass refineries is a complex but critical task due to 
the irregular production and dispersed distribution of 
biomass resources. Numerous approaches have been 
developed for locating bio-refineries, including com-
bining social and biophysical analyses to evaluate the 
feasibility of repurposing facilities like paper pulp mills 
for bio-refinery use. This study builds upon these meth-
ods, integrating multi-criteria decision-making tech-
niques to address the unique economic, environmental, 
and logistical factors essential for sustainable biofuel 
production.[24], mixed-integer linear programming 
models for identifying economically viable bio-refinery 
sites [25, 26], and a computational intelligence frame-
work for biomass supply chain design based on an arti-
ficial neural network approach [27]. 
In recent years, several articles and research studies 
have been conducted on selecting the optimal location 
and identifying suppliers in supply chain management 
[28, 29]. However, optimal location selection models in 
sustainable supply chains are not employed. Therefore, 
the use of linguistic variables in multi-criteria decision-
making methods and linear programming models, can 
be considered a novel aspect of the proposed models. 
Additionally, this study highlights the inadequacy of 
decision-making factors in location selection, particu-
larly in bio-refinery location selection, where eco-
nomic, environmental, and social factors hold signifi-
cant importance. 
To address this issue, a multi-criteria decision-making 
(MADM) method was used to prioritize indicators and 
criteria, and a linear programming model was imple-
mented using the SCIP methodology in GAMS software 
version 24.4.1 to select suppliers. The outputs of the 
linear programming model, including the purchase 
amount from each supplier and their weight, were used 
as inputs in the bioenergy refinery location-allocation. 
location-allocation. The refinery location-allocation 
problem was addressed using the Analytic Network 
Process (ANP) network-based multi-criteria decision-
making method with Super Decisions software to 

identify the optimal location for the bio-refinery among 
the candidate nodes. Economic, environmental, and so-
cial indicators within the sustainable supply chain 
group were considered to enhance the supply chain, 
minimize transportation costs to the refinery, and max-
imize the potential of biomass energy supply. The com-
bination of these methods can be considered a distin-
guishing aspect of this study.  

2. Methodology  

There have been numerous proposals for supplier se-
lection methods in the literature, including Data Envel-
opment Analysis (DEA) [30], Analytic Hierarchy Pro-
cess (AHP) [31], Fuzzy Analytic Hierarchy Process 
(FAHP) [32, 33], Analytic Network Process (ANP)[34], 
TOPSIS [35], Game Theory [36], and others. Quantita-
tive mathematical programming models such as linear 
programming [37], mixed integer programming [31], 
and nonlinear mixed integer programming [38] have 
also been presented. Linear programming is a widely 
used and standard tool that is extensively used for sci-
entific computations performed by computers. Its most 
common application is to solve general resource allo-
cation problems for a set of activities under limited re-
sources in an optimal manner. In this section, we de-
scribe the linear programming model used to select 
suppliers of raw materials for the bioenergy refinery, 
which are essentially algae cultivation laboratories, 
from among the candidate cities in Iran that meet the 
initial conditions. The objective of this model is to max-
imize the purchase value from each supplier while min-
imizing the costs (Figure 1). 

 

Figure 1 View of the general stages of the problem. This fig-

ure illustrates the general stages of the problem-solving pro-

cess, including refinery location, supplier selection, mathe-

matical modeling, and weighting candidate points using the 

ANP method. 

Assumptions of the model:  
‐ Variable 𝑋𝑖,𝑡  represents the quantity purchased 

from each supplier as a real number. 
‐ The cost of using any vehicle (whether it is fully uti-

lized or not) must be paid.  
‐ The company's budget is limited in each period.  
‐ The time interval is discrete, and the demand is 

certain.  
‐ All vehicles will be sourced from outside the organ-

ization.  
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‐ Each supplier has its own discount strategy.  
‐ The total production capacity of suppliers exceeds 

the refinery's requirements, so there is no short-
age.  

‐ Algae, after the production process, are dried and 
stored. Therefore, storage costs are also consid-
ered.  

‐ The time interval, including holidays, is 6 days. 
Model constraints: 
‐ Purchase capacity  
‐ Company's budget capacity  
‐ Vehicle capacity 

The objective is to determine the quantity purchased 
from the proposed suppliers, considering their 
weights, in a way that minimizes the total supply chain 
cost. 
Therefore, the model must balance the following costs:  
‐ Holding costs  
‐ Purchase costs  
‐ Transportation costs 

Symbols:  
‐ i ∈ N: Potential available suppliers  
‐ t ∈ T: Planned time interval 

Parameters:  
‐ 𝑊𝑖 : Weight obtained for each supplier using the 

ANP method  
‐ 𝑉𝑖,𝑡 : Minimum order quantity that supplier i can 

provide at time t  
‐ 𝐶𝑖,𝑡: Production capacity of supplier I at time t  

‐ 𝐷𝑡: Company's demand at time t  
‐ 𝐵𝑡: Company's budget for purchasing raw materi-

als  
‐ 𝐻: Unit holding cost  
‐ 𝑘: Vehicle capacity  
‐ 𝑙𝑖,𝑡: Number of vehicles required for each supplier 

at time t  
‐ m: Transportation cost per vehicle  
‐ 𝑝𝑐𝑡: Company's capacity for purchasing at time t  
‐ It: Average inventory at time t 

Variables under investigation:  
‐ 𝑋𝑖,𝑡: Quantity purchased from each supplier  

‐ It: Average inventory at time t, dependent on the 
variable 𝑋𝑖,𝑡 

‐ yi,t: is equal to 1 if we purchase from supplier I at 

time t. The binary variable is equal to 1 I at time t 
and 0 otherwise. 

Objective function: 

1) Max(TVP) = ∑ ( ∑ 𝑊𝑖 ∗
𝑇
𝑡=1 𝑥𝑖,𝑡)

𝑁
𝑖=1  

2) Min(TCP) = ∑ (𝑁
𝑖=1 ∑ 𝑝𝑖 ∗ 𝑥𝑖,𝑡) +

𝑇
𝑡=1

H∑ (𝑇
𝑡=1 ∑ 𝑥𝑖,𝑡/2)

𝑁
𝑖=1 + ∑ (𝑇

𝑡=1 ∑ 𝑙𝑖,𝑡 ∗ 𝑚)
𝑁
𝑖=1  

Constraints: 
St: 

1) ∑𝑖=1
𝑁 𝑥𝑖,𝑡 = 𝐷𝑡  t=1,2,..,T 

2) ∑𝑖=1
𝑁 (∑𝑡=1

𝑇 𝑥𝑖,𝑡) ≤ 𝑝𝑐𝑡 

3) 𝑥𝑖,𝑡 ≥ 𝑉𝑖,𝑡  i = 1,… , N  t = 1,… , T 
4) yi,t =

{
1  𝑥𝑖,𝑡 > 0  If we purchase from supplier i

0   𝑜.𝑤   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

5) 𝑥𝑖,𝑡 ≤ 𝐶𝑖,𝑡  i=1,…,N  t=1,…,T 

6) ∑ (𝑁
𝑖=1 ∑ 𝑝𝑖 ∗ 𝑥𝑖,𝑡) ≤ 𝐵𝑡

𝑇
𝑡=1   

K is the vehicle capacity, where if the purchased load is 
less than the capacity, one truck is sufficient, and if the 
purchased load is greater than k and less than or equal 
to 2k, two trucks are needed, and so on. 

7) 

{
 

 
0 < 𝑥𝑖,𝑡 ≤ 𝑘   𝑙 = 1

𝑘 < 𝑥𝑖,𝑡 ≤ 2𝑘   𝑙 = 2

…      …
(𝑐 − 1)𝑘 < 𝑥𝑖,𝑡 ≤ 𝑐𝑘   𝑙 = 𝑐

 

8) 𝑝𝑖 = {

0 < 𝑥𝑖,𝑡 ≤ 𝑞𝑖,1     𝑝𝑖1
𝑞𝑖,1 < 𝑥𝑖,𝑡 ≤ 𝑞𝑖,2    𝑝𝑖2
𝑞𝑖,2 < 𝑥𝑖,𝑡       𝑝𝑖3

 

9) It−1 +∑ 𝑥𝑖,𝑡 ≥
𝑁
𝑖=1 𝐷𝑡  

10) It = ∑ 𝑥𝑖,𝑡
𝑁
𝑖=1 − 𝐷𝑡 + It−1    t=1,…,T  

11) ∑ 𝑥𝑖,𝑡
𝑁
𝑖=1 ≥ 0    ∀𝑖, ∀𝑡  

Objective function 1 aims to maximize the total value of 
purchases from different suppliers, while objective 
function 2 seeks to minimize the costs associated with 
supplier selection. The first term in the objective func-
tion represents the cost of purchasing from suppliers 
over the entire planning horizon based on the specified 
unit purchase price. The second term represents the in-
ventory holding cost based on the average inventory 
formula in the planning horizon. The third term repre-
sents the transportation cost considering the required 
number of vehicles and the rental cost per vehicle, de-
noted as "m". 
Constraint 1 ensures that the company's demand re-
quirements are met, indicating no shortage. Constraint 
2 determines the purchasing capacity range of the com-
pany, and the supplier's product supply capacity in 
each period is reflected in constraint 3. Constraint 4 
represents a binary variable that takes 1 if seaweed is 
purchased from supplier i at time t and 0 otherwise. 
Constraint 5 indicates that the purchase cannot exceed 
the production capacity of each supplier. The compati-
bility of the purchase cost with the company's budget 
is expressed in constraint 6. Constraint 7 specifies the 
required number of vehicles. The overall discount 
model is represented in constraint 8, which indicates 
the purchase price for a specified purchase volume, 
considering that different suppliers have different dis-
count strategies. The sum of the average inventory 
from the previous period and the purchase amount in 
the current period ensures the demand for the current 
period, as evident in constraint 9. Constraint 10 repre-
sents inventory balance, and constraint 11 determines 
the variable model. 
To solve the linear programming model, the SCIP meth-
odology in the GAMS software, which utilizes the con-
straint generation approach, has been employed. In the 
following section, we will introduce a case study used 
in this research, followed by a discussion of the ob-
tained results.

2.1 Description of the case study - phase 1 
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In this study, we have considered a supply chain net-
work comprising five cities in Iran. The data on these 
cities, including their production capacity, purchasing 
capacity, minimum order quantity, and other relevant 
factors, were approximated and obtained from expert 
opinions. We selected these 5 cities as candidate points 
for supplier selection, considering the requirements for 
algae growth, such as proximity to saline water, prox-
imity to a refinery for the supply of CO2, and air tem-
perature, with the optimal temperature range for algae 
growth being 28-18 degrees Celsius. To determine the 
weights of each point, we employed the Analytic Net-
work Process (ANP) multi-criteria decision-making 
method and the Super Decision software. Each of these 
points has been incorporated into the linear program-
ming model with their respective weights (Figures 2-4). 

 

Figure 2 Area Temperature: 18-28°C. Figure 2 shows the 

temperature range (18-28°C) suitable for algae growth in the 

candidate cities, which is a critical factor for selecting optimal 

cultivation locations. 

 

Figure 3 Coastal Cities in the South (Saline Water). Figure 3 

highlights the coastal cities in southern Iran (e.g., Bandar Ab-

bas, Bushehr, and Imam Khomeini Port) that have access to 

saline water, a key resource for algae cultivation. 

 

Figure 4 Cities with Suitable CO2 levels. Figure 4 identifies 
cities with suitable CO₂ levels, which are essential for 
efficient algae growth and biofuel production.  

2.2 Calculating the weights of supplier candidate 
points 

The Analytic Network Process (ANP) is a decision anal-
ysis method that is more general than the Analytic Hi-
erarchy Process (AHP) and can handle complex rela-
tionships between different decision levels in a net-
work format. It takes into account interactions and 
feedback among criteria and alternatives [39]. 
Some decision indicators are quantitative, and it is pos-
sible that they have different units. In such cases, it is 
necessary to normalize these indicators or transform 
them into qualitative indicators within the range of 0-
1. If the value of an option Ci falls within a range (Cil, 
Ciu), a value of 0 is assigned to the minimum value Cil, 
and a value of 1 is assigned to the maximum value Ciu. 
This property holds for positive indicators. However, if 
an indicator is negative, such as cost, a value of 0 is as-
signed to the maximum value, and 1 is assigned to the 
minimum value. Essentially, it is evaluated based on 
the level of desirability [40]. The cities of Bandar Abbas, 
Shiraz, Ahvaz, Bushehr, and Bandar Imam Khomeini 
have been selected as candidate points for supplier se-
lection, considering the conditions mentioned above. 
The criteria for weighting include access to saline wa-
ter, air temperature, proximity to petrochemical indus-
tries, startup costs, and availability of required human 
resources. The resulting matrix obtained by transform-
ing qualitative and quantitative indicators into 
weighted qualitative indicators is shown below:(Figure 
5). 

 
Figure 5 Transformation of qualitative and quantitative 
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indicators into weighted qualitative indicators, consolidating 

data for analysis and decision-making. 

If the weights of criteria depend on the weights of op-
tions, and the weights of options depend on the weights 
of criteria, the problem becomes more complex. It goes 
beyond a hierarchical structure, forming a network or 
non-linear system. In such cases, hierarchical rules and 
formulas cannot be used to calculate the weights of 

elements, and instead, network theory must be em-
ployed to calculate the weights of elements (Table 1). 

2.3 Solution of the first stage model 

This section described the numerical and verbal pa-
rameters used in the linear programming model for 
supplier selection. Then, the results of solving the 
model using GAMS software are presented (Tables 2-5). 

Table 1 Applying network theory for complex decision-making in supplier selection among cities in Iran. 

Candidate Points Criteria Goal 
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Sh
ir

az
 

B
u

sh
eh

r 

B
an

d
ar

 A
b

b
as

 

Im
am

 K
h

o
-

m
ei

n
i 

P
o

rt
 

A
h

v
az

 

Se
tu

p
 C

o
st

 

H
u

m
an

 R
e-

so
u

rc
e 

p
ro

xi
m

it
y

 t
o

 

R
ef

in
er

y 

P
ro

xi
m

it
y

 t
o

 

th
e 

Sa
li

n
e 

W
at

er
 

 T
em

p
er

at
u

re
 

Su
p

p
li

er
 

Se
le

ct
io

n
 

0 0 0 0 0 0 0 0 0 0 0.3333 
Supplier Se-

lection 
Goal 

0 0 0 0 0 0 0 0 0 0 0.095 Temperature 

C
ri

te
ri

a 

0 0 0 0 0 0 0 0 0 0 0.034 

Proximity to 

the Saline 

Water 

0 0 0 0 0 0 0 0 0 0 0.02822 
proximity to 

Refinery 

0 0 0 0 0 0.5 0.5 0.5 0.5 0.5 0.06763 
Human Re-

course 

0 0 0 0 0 0 0 0 0 0 0.1083 Cost 

0 0 0 0 0 0.09217 0.246568 0.017243 0.03853 0.062514 0.23927 Ahvaz 

C
an

d
id

at
e 

P
o

in
ts

 

0 0 0 0 0 0.243569 0.01899 0.120684 0.14576 0.03947 0.18194 
Imam Kho-

meini Port 

0 0 0 0 0 0.05475 0.076801 0.12069 0.14576 0.018995 0.37894 
Bandar Ab-

bas 

0 0 0 0 0 0.05475 0.080837 0.12069 0.14576 0.189947 0.06169 Boushehr 

0 0 0 0 0 0.05475 0.076801 0.12069 0.02417 0.018114 0.13817 Shiraz 

This table presents the application of network theory for supplier selection among candidate cities in Iran. The weights for each city (Shiraz, 

Bushehr, Bandar Abbas, Imam Khomeini Port, and Ahvaz) are calculated based on criteria such as setup cost, human resources, proximity to 

refinery, proximity to saline water, and temperature. The goal is to select the optimal supplier for algae biomass production. 

Table 2 Weight Value Obtained for Each Supplier. 

 1 2 3 4 5 

Wi 0.239267 0.18194 0.378935 0.06169 0.138169 

This table displays the weight values (WiWi) assigned to each supplier (1 to 5) using the Analytic Network Process (ANP) method. The weights 

are normalized and sum to 1, reflecting the relative importance of each supplier in the decision-making process.  

Table 3 Numerical Parameters for Solving the Linear Programming Model. 

 1 2 3 4 5 6 

Dt 150 120 100 110 90 100 

PCt 1500 1800 1400 1700 1500 1300 

Bt 55000 65000 55000 60000 50000 45000 
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This table provides the numerical parameters used in the linear programming model, including demand (Dt), purchasing capacity (PCt), and 

budget (Bt) for each time period (1 to 6). Units: Dt (tons), PCt (tons), Bt (USD). 

Table 4 Numerical Parameters for Unit Price of Goods. 

 1 2 3 4 5 

P1(I) 50 65 70 73 80 

P2(I) 45 60 65 68 75 

P3(I) 40 55 60 63 70 

This table lists the unit price of goods (Pq(i)) for each supplier (1 to 

5) across three price tiers (P1(i), P2(i), P3(i)). The prices are in USD 

per ton and vary based on the quantity purchased. 

Table 5 Numerical Parameter for Supplier Production Capac-

ity. 

 1 2 3 4 5 6 

1 65 73 67 65 70 67 

2 57 62 58 60 62 61 

3 46 50 52 50 50 48 

4 71 70 70 73 71 67 

5 67 70 65 67 70 65 

This table shows the production capacity of each supplier (1 to 5) 

across six time periods (1 to 6). The values represent the maximum 

amount of biomass (in tons) that each supplier can produce in a given 

time period. 

3. Results 

To solve the multi-objective model of the supplier se-
lection problem, the SCIP method in GAMS software 
version 24.4.1 was executed on a 64-bit machine with 
a processing power of 2.26 GHz. Tables 6-8 shows the 
results obtained from solving the model. 

Table 6 Results Obtained from Model Solution. 

Computational Time (M) Z1 Z2 

6.4737 154.290 32025 

This table presents the results of the linear programming model, in-

cluding the total cost (Z2), total purchase value (Z1), and computa-

tional time (in minutes). The model was solved using the SCIP meth-

odology in GAMS software. 

3.1 Sensitivity analysis 

In sensitivity analysis, we examine the effects of 
changes in the parameters of a model on its final out-
put. The reason for the importance of sensitivity 

analysis is that in the real world, model parameters 
(objective function coefficients, right-hand side values, 
technical coefficients, number of variables, number of 
constraints) vary, and these variations are related to 
environmental conditions.  
This section aims to examine the sensitivity of the sup-
plier selection model to changes in critical factors such 
as demand and purchase price. We plotted the changes 
in the objective functions separately based on pur-
chased price demand and purchase price variations. 
The steeper the slope of the graph, the more the cost or 
purchasing value functions depend on the purchase 
price or demand item. Inaccurate purchase price pre-
dictions may undermine the calculated financial index 
and impede the reliability of the economic analysis. 

3.2 Sensitivity analysis of the model to changes 
in the demand factor (Dt) 

As with any location problem, sensitivity analysis con-
cerning the demand factor requires attention. Tables 9-
17 displays the values of the objective function, pur-
chase amount, and the number of required vehicles for 
both an increase and decrease in the demand variable 
(Figure 6, Figure 7). 

 

Figure 6 Sensitivity Analysis Chart of the Second Objective 

Function (Existing Costs) with respect to Changes in Demand . 

Figure 6 shows the sensitivity of the second objective func-

tion (total costs) to changes in demand. The steeper the slope, 

the more sensitive the costs are to demand fluctuations. 

 

Table 7 Results of X.L (Purchase Amount from Each Supplier in 6 Time Periods). 

 1 2 3 4 5 6 

1 75.000 90.000 100.000 110.000 90.000 100.000 

2 75.000 30.000     

This table shows the quantity of biomass purchased from each supplier (1 to 5) across six time periods (1 to 6). The values are in tons and 

represent the optimal purchase amounts determined by the model. 

Table 8 Results of L.L (Number of Required Trucks in 6 Time Periods). 

 1 2 3 4 5 6 

1 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.000 1.000     
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This table indicates the number of trucks required to transport the purchased biomass from each supplier (1 to 5) across six time periods (1 

to 6). The values are based on the vehicle capacity and the quantity of biomass purchased. 

Table 9 Results Obtained from Solving the Model with Changes in the Demand Variable . 

Computational Time(M) Z1 Z2 Dt 

8.032 206.169 46767.5 50% increase 

5.832 199.980 42820 30% increase 

6.4737 154.290 32025 Actual amount 

8.535 125.61 25990 20% decrease 

8.985 123.281 27117.5 25% decrease 

This table presents the results of the sensitivity analysis for changes in the demand variable (Dt). It shows the total cost (Z2), total purchase 

value (Z1), and computational time (in minutes) for different demand scenarios (50% increase, 30% increase, 20% decrease, and 25% de-

crease). 

Table 10 Results Obtained X.L (Purchase Amount from Each Supplier in 6 Time Periods) with a 30% Increase in Demand 

Variable . 

 1 2 3 4 5 6 

1 80.000 84.000 100.000 110.000 117.000 130.000 

2 85.000 72.000 30.000 33.000   

3 33.000      

This table shows the quantity of biomass purchased from each supplier (1 to 5) across six time periods (1 to 6) when the demand is increased 

by 30%. The values are in tons. 

Table 11 Results obtained for L.L. (number of required trucks in 6 time periods) with a 30% increase in the demand variable. 

 1 2 3 4 5 6 

1 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.000 1.000 1.000    

3 1.000      

This table indicates the number of trucks required to transport the purchased biomass from each supplier (1 to 5) across six time periods (1 

to 6) when the demand is increased by 30%. 

Table 12 Results Obtained X.L (Purchase Amount from Each Supplier in 6 Time Periods) with a 20% Decrease in Demand 

Variable . 

 1 2 3 4 5 6 

1 80.000 90.000 80.000 88.000 72.000 80.000 

2 40.000 6.000 30.000 33.000   

This table shows the quantity of biomass purchased from each supplier (1 to 5) across six time periods (1 to 6) when the demand is decreased 

by 20%. The values are in tons. 

Table 13 Results Obtained L.L (Number of Trucks Required in 6 Time Periods) with a 20% Decrease in Demand Variable . 

 1 2 3 4 5 6 

1 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.000 1.000     

This table indicates the number of trucks required to transport the purchased biomass from each supplier (1 to 5) across six time periods (1 

to 6) when the demand is decreased by 20%. 

Table 14 Results Obtained X.L (Purchase Quantity from Each Supplier in 6 Time Periods) with a 50% Increase in Demand 

Variable . 

 1 2 3 4 5 6 

1 80.000 90.000 98.000 103.000 120.000 130.000 

2 77.500 90.000 52.000 62.000 15.000 20.000 

This table shows the purchase quantity (Xi,t) from each supplier (1 to 5) over six time periods (1 to 6) when the demand is increased by 50%. 

The values are in tons. Xi,t represents the quantity purchased from supplier i in time period t. 
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Figure 7 Sensitivity Analysis Chart of the First Objective 

Function (Purchase Value) with respect to Changes in De-

mand. Figure 6 shows the sensitivity of the first objective 

function (total purchase value) to changes in demand. The 

steeper the slope, the more sensitive the purchase value is to 

demand fluctuations.  

Based on the two above graphs, the objective functions 
have a direct relationship with the demand, increasing 
with an increase in demand . 

Sensitivity Analysis of the Model to concerning 
Changes in Purchase Price Factor (Pq(i)) (Tables 18-
20). 
As observed in the tables, the variables of purchase 
quantity, number of vehicles, and objective function Z1 
remained unchanged with the variation in the purchase 
price. Only the objective function Z2, representing the 
costs, has been modified (Figure 8, Figure 9) 

Table 15 Results Obtained L.L (Number of Trucks Required 

in 6 Time Periods) with a 50% Increase in Demand Variable . 

 1 2 3 4 5 6 

1 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.000 1.000 1.000 1.000 1.000 1.000 

This table indicates the number of trucks required to transport the 

purchased biomass from each supplier (1 to 5) across six time peri-

ods (1 to 6) when the demand is increased by 50%. 

Table 16 Results Obtained X.L (Purchase Amount from Each Supplier in 6 Time Periods) with a 25% Decrease in Demand 

Variable . 

 1 2 3 4 5 6 

1 80.000 90.000 75.000 82.000 67.000 75.000 

2 32.500 27.000     

This table shows the quantity of biomass purchased from each supplier (1 to 5) across six time periods (1 to 6) when the demand is decreased 

by 25%. The values are in tons. 

Table 17 Results Obtained L.L (Number of Trucks Required in 6 Time Periods) with a 25% Decrease in Demand Variable. 

 1 2 3 4 5 6 

1 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.000 1.000     

This table indicates the number of trucks required to transport the purchased biomass from each supplier (1 to 5) across six time periods (1 

to 6) when the demand is decreased by 25%. 

Table 18 Results Obtained from Solving the Model with Changes in Purchase Price Variable . 

Computational Time(M) Z1 Z2 Pq(i) 

6.476 154.29 5.45337 50% increase 

5.79 154.29 36450 20% increase 

6.225 154.29 24480 20% decrease 

5.03 154.29 5.15712 50% decrease 

This table presents the results of the sensitivity analysis for changes in the purchase price variable (Pq(i)). It shows the total cost (Z2), total 

purchase value (Z1), and computational time (in minutes) for different purchase price scenarios (50% increase, 20% increase, 20% decrease, 

and 50% decrease). 

Table 19 Results Obtained from X.L (Purchase Amount from Each Supplier in 6 Time Periods) with 50% and 20% Increase in 

Purchase Price Variable. 

 1 2 3 4 5 6 

1 75.000 90.000 100.000 110.000 90.000 100.000 

2 75.000 30.000     

This table shows the quantity of biomass purchased from each supplier (1 to 5) across six time periods (1 to 6) when the purchase price is 

increased by 50% and 20%. The values are in tons. 
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Figure 8 Sensitivity analysis chart of the second objective function (existing costs) with respect to changes in purchase price. 

Figure 8 shows the sensitivity of the second objective function (total costs) to changes in purchase price. The steeper the slope, 

the more sensitive the costs are to price fluctuations.  

 

Figure 9 Sensitivity analysis chart of the first objective function (purchase value) with respect to changes in purchase price. 

Figure 9 shows the sensitivity of the first objective function (total purchase value) to changes in purchase price. The steeper 

the slope, the more sensitive the purchase value is to price fluctuations. 

Table 20 Results obtained for L.L (number of required trucks in 6 time periods) with a 50% and 20% increase in the purchase 

price variable. 

 1 2 3 4 5 6 

1 1.000 1.000 1.000 1.000 1.000 1.000 

2 1.000 1.000     

This table indicates the number of trucks required to transport the purchased biomass from each supplier (1 to 5) across six time periods (1 

to 6) when the purchase price is increased by 50% and 20%.  

 

The sensitivity analysis highlights the significant im-
pact of demand variations on both objective functions 
(Z1 and Z2), with increased demand directly correlat-
ing with higher purchasing quantities, vehicle require-
ments, and overall costs. This strong dependency on 
demand fluctuations underscores the importance of ac-
curate forecasting to manage resource allocation effec-
tively. Adapting supplier and transportation arrange-
ments to these fluctuations can help optimize costs and 

align supply chain operations with real-world demand 
conditions. 
In contrast, changes in purchase price primarily affect 
the cost-related objective function (Z2 without altering 
purchasing quantities or logistics requirements. This 
resilience to price volatility demonstrates the model’s 
operational stability, though it also signals the need for 
strategic supplier management. Establishing competi-
tive and flexible supplier contracts, possibly with 
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volume-based pricing or discount options, can mitigate 
the impact of rising costs, thus enhancing overall sup-
ply chain efficiency. 
Overall, the sensitivity analysis suggests that while de-
mand forecasting and logistical flexibility are critical 
for maintaining operational efficiency, proactive cost 
management through supplier negotiations can sustain 
cost-effectiveness. By balancing these strategies, sup-
ply chain managers can ensure a more adaptable and 
resilient biofuel refinery network capable of respond-
ing to market dynamics and supporting sustainability 
goals. 

3.3 Description of case study -phase 2 

This section develops a sustainable supply chain net-
work to select the best location for establishing a 

biogas refinery. The network includes cities, each eval-
uated based on decision criteria in three economic, en-
vironmental, social, and critical domains. The scoring 
of each option is done approximately, considering the 
actual conditions. Finally, the option with the highest 
calculated weight is selected (Table 21, Table 22). 
The pairwise comparison scoring method, similar to 
the previous case study, is based on the desirability 
scale ranging from 0 to 1. According to the output of the 
GAMS software, it can be observed that the options of 
Bushehr and Bandar Abbas have the highest scores and 
are selected as suitable suppliers (Figure 10) (Table 
23). 
As indicated in Table 23, Bushehr, with the highest ob-
tained weight, is selected as the preferred location for 
establishing the refinery (Figure 11). 

Table 21 Decision Criteria. 

Criteria Sub-criteria Code Sub-Criteria References 

Economic 
X1 Purchase cost [41] 

X2 Transportation cost [41, 42] 

Social 

X3 Job Creation [43, 44] 

X4 Social Acceptability [44-46] 

X5 Social Benefits [47-49] 

X6 Human Development Index [47] 

Environmental 

X7 Air pollution [47] 

X8 Noise pollution [47] 

X9 Land usage rate [47] 

Critical X10 Abundant availability of water resources [47] 

This table lists the decision criteria used for selecting the optimal location for the biorefinery. The criteria are divided into economic, social, 

environmental, and critical domains, with sub-criteria such as purchase cost, transportation cost, job creation, and air pollution. 

Table 22 Determination of Candidate Points.  
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This table identifies the candidate points (cities) considered for establishing the biorefinery. Each city is evaluated based on decision criteria 

such as access to water resources, proximity to saline water, and social benefits. 

 

Figure 10 Transportation route from suppliers to candidate points. This figure illustrates the transportation routes from sup-

pliers to candidate points for establishing the biorefinery. The routes are optimized to minimize transportation costs and max-

imize efficiency. 
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Table 23 Pairwise Comparison Scoring Results for Supplier Selection. 

 Abadan Boushehr Mahshahr Bandar 

Abbas 
Imam Kho-

meini Port 
Lavan Is-

land 
Asalouyeh Ahvaz Shiraz Chabahar 

Weight 0.04630

4 
0.0200712 0.102835 0.176561 0.08212 0.041563 0.142742 0.034527 0.020498 0.152138 

This table presents the pairwise comparison scoring results for supplier selection. The weights assigned to each candidate city (e.g., Bushehr, 

Bandar Abbas) are based on their performance across the decision criteria. Bushehr has the highest weight and is selected as the optimal 

location. 

 

Figure 11 The selected point: Bushehr city. This figure highlights Bushehr as the selected optimal location for establishing the 

biorefinery. Bushehr scored the highest based on economic, environmental, and social criteria. 

This case study effectively demonstrates a multi-crite-
ria decision-making approach for selecting the optimal 
location for a biogas refinery. By assessing 10 cities 
based on economic, environmental, social, and critical 
criteria, the model provides a structured method for 
evaluating each option's feasibility. The pairwise com-
parison scoring method, applied within the GAMS soft-
ware, enables a precise weighting of factors, resulting 
in a well-rounded analysis that accounts for real-world 
conditions. 
The final results, as shown in Table 23, reveal that Bu-
shehr has the highest weight among candidate cities, 
with Bandar Abbas also scoring highly. These findings 
highlight the model’s emphasis on balancing costs, so-
cial benefits, environmental impacts, and critical fac-
tors, such as water resource availability. Bushehr’s se-
lection as the preferred site underscores its advanta-
geous position across multiple criteria, making it an op-
timal location for sustainable biogas refinery opera-
tions. 
In conclusion, this structured evaluation approach pro-
vides valuable insights into sustainable supply chain 
planning for bioenergy projects. By integrating various 
decision criteria, this model offers a replicable frame-
work for similar location-based projects, ensuring that 
site selection aligns with broader economic, social, and 
environmental sustainability goals. 

4. Conclusions and perspectives 

With the global shift towards carbon neutrality and re-
newable energy by 2050, the need for sustainable en-
ergy solutions is more pressing than ever. By 2100, 
projections suggest that nearly all global energy will 
come from clean sources. This study addresses this 
global priority by developing a sustainable site 

selection model for biomass energy production, focus-
ing on optimal refinery location. Utilizing the Analytic 
Network Process (ANP) as a multi-criteria decision-
making method, we assessed ten candidate locations 
across Iran, ultimately identifying Bushehr County as 
the most suitable site. This selection reflects a robust 
evaluation based on economic, environmental, social, 
and critical criteria, making Bushehr an optimal choice 
for a biomass refinery in terms of cost efficiency, logis-
tical convenience, and environmental viability. 

4.1 Phase one: insights into supplier selection 

In the first phase, our approach integrated linear pro-
gramming with Multi-Attribute Decision-Making 
(MADM) techniques to prioritize suppliers based on 
demand, budget, capacity, and calculated ANP weights. 
The incorporation of linguistic variables added depth 
to ecological and logistical considerations, enhancing 
the model’s applicability to real-world supply chains. 
The results provided valuable insights into supplier 
rankings and optimal purchasing volumes, contrib-
uting to a realistic and practical model that bridges the-
oretical analysis with operational reliability. This hy-
brid approach allows for more adaptive decision-mak-
ing that can respond to market dynamics and environ-
mental conditions effectively. 

4.2 Phase two: refinery location model results 

In the second phase, the study developed a refinery lo-
cation model by applying a structured framework that 
combines economic, environmental, social, and critical 
indicators. This phase involved evaluating ten candi-
date locations, with Bushehr achieving the highest 
score of 0.200712. This choice reflects its economic and 
logistical advantages, including minimal 
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transportation costs and optimal supply chain effi-
ciency. The model’s success in prioritizing Bushehr not 
only demonstrates the robustness of the ANP-based 
approach but also provides a replicable, scalable 
framework applicable to similar bioenergy projects 
worldwide. Additionally, the emphasis on sustainabil-
ity indicators ensures that the selected site aligns with 
broader environmental and social objectives. 
In summary, this research introduces a comprehensive, 
practical model for sustainable biomass refinery site 
selection, supporting renewable energy goals and 
providing a replicable decision-making framework. Fu-
ture research could explore additional variables, such 
as dynamic pricing and demand changes, to enhance 
the model’s adaptability to evolving market conditions 
and geographic contexts. This study’s approach thus 
contributes significantly to the field of sustainable en-
ergy planning, offering a versatile tool for countries 
aiming to reduce reliance on fossil fuels and progress 
toward a cleaner energy future. 
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